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Basic Statistical Terms 

Statistics: The science of using  information  discovered  from  collecting,  organizing, and studying 

numbers(data). 

Statistics is the discipline that concerns the collection, organization, displaying, analysis, 

interpretation, and presentation of data. 

Data: Numbers, letters, or special characters representing measurements of the properties of one’s 

analytic units, or cases, in a study; data are the raw material of statistics. 

Descriptive Statistics: They are brief descriptive coefficients that summarize a given data set. 

Inferential Statistics: The body of statistical techniques concerned with making inferences about a 

population based on drawing a sample from it. 

Population: The collection of all the elements of interest. 

Sample is the smaller part of the whole i.e(= that is, yani anlamında) a subset of the entire population. 

Sample Space: The set of all outcomes of an experiment. 

Parameter: A summary measure of some characteristic for the population, such as the population 

mean or proportion. 

A statistic is defined as a numerical value, which is obtained from a sample of data. 

The distribution of a statistical data set (or a population) is a listing or function showing all the possible 

values (or intervals) of the data and how often they occur. 

The mean (average) of a data set is found by adding all numbers in the data set and then dividing by 

the number of values in the set.  

The median is the middle value when a data set is ordered from least to greatest.  

The mode is the number that occurs most often in a data set.  

Variance:The avarage of the squarred differences from the mean. 

Standard Deviation: The square root of a variable’s variance. The standard deviation is the most 

commonly used measure of dispersion and represents approximately the average distance of values 

from the mean of a distribution. 
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Week 3- 18/03/2021  

Topic: Continutiy of Basic Statistical Terms 

Variable  

Generally, it is any quantity, that varies. The characteristic measured or observed when an experiment 

is carried out or an observation is made. Variables may be non-numerical or numerical. Since a non-

numerical observation can always be coded numerically, a variable is usually taken to be numerical. 

Category  

It is a homogeneous class or group of a population of objects or measurements. 

Categorical Variable / Qualitative Variable. 

A variable that denotes quality rather than a quantity that can be measured on a scale. 

Quantitative Variable  / Numerical Variable 

A variable that takes numerical values for which arithmetic makes sense, for example, counts, 

temperatures, weights, amounts of money, etc. For some variables that take numerical values, 

arithmetic with those values does not make sense; such variables are not quantitative. For example, 

adding and subtracting social security numbers does not make sense. Quantitative variables typically 

have units of measurement, such as inches, people, or pounds 

Random Variable 

A random variable is an assignment of numbers to possible outcomes of a random experiment. For 

example, consider tossing three coins. The number of heads showing when the coins land is a random 

variable: it assigns the number 0 to the outcome {T, T, T}, the number 1 to the outcome {T, T, H}, the 

number 2 to the outcome {T, H, H}, and the number 3 to the outcome {H, H, H}. 

Probabilities are the study of "chance". When we calculate the probability of something occurring we 

are calculating the likelihood of it happening.  

Observation 

The act of watching somebody or somothing carefully, especially to learn something. 

Experiment 

A process by which an observation or outcome is obtained. 

In probabilities, an experiment is a process (could be "anything") in which there are one or more 

(usually more) possible outcomes each of which depends on chance. 

Trial 

Single performance of well-defined experiment.                   

Outcome  

An outcome is the result of an experiment or other situation involving uncertainity.                                                                    
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Sample Space 

The set S of all possible outcomes of an experiment is called Sample Space. 

The sample space is usually written, or illustrated, using one of the following: 

• a list of all the possible outcomes written inside a set that we call S, 

• a sample space diagram, or 

• a Venn Diagram. 

Event 

Any subset E of the sample space S. 

Given an experiment, along with its possible outcomes, an event is the name given to either one of the 

possible outcomes, or a group of outcomes. 

Events are usually referred to using a capital letter, such as A, B, C, ... . 

Union of Events 

The occurance of either of two(or more) events. 

Intersection of Events  

The joint occurance of two or more events. 

Exculusive Events  

Exculusive events are the events whose interaction or the sample space that these events occuring at 

the same time, is empty set. 

Probability 

A probability is a number expressed as either: 

➢ a Decimal 

➢ a Fraction 

➢ a Percentage 

It's value is a measure of the likelihood of an event occurring. 

A quantitative measure of uncertainty.        

Notation 

Given an event A, the probability of event A occurring is written: 

p(A) 

Read: "the probability of event A" 

The likelihood of an event A occuring is measured on a scale that goes from 0 to 1, where: 

• 0 is the probability of somthing impossible. 

• 1 is the probability of something certain. 
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All other events have a probability that lies somewhere in between these two values.                                                                                                                 

Axioms of Probability. / Kolmogorov Axioms  

There are three axioms of probability: 

(1) Chances are always at least zero.  

(2) The chance that something happens is 100%.  

(3) If two events cannot both occur at the same time, the chance that either one occurs is the sum of 

the chances that each occurs.  

For example, consider an experiment that consists of tossing a coin once.  

• The first axiom says that the chance that the coin lands heads, for instance, must be at least 

zero.  

• The second axiom says that the chance that the coin either lands heads or lands tails or lands 

on its edge or doesn't land at all is 100%.  

• The third axiom says that the chance that the coin either lands heads or lands tails is the sum 

of the chance that the coin lands heads and the chance that the coin lands tails, because both 

cannot occur in the same coin toss.  

All other mathematical facts about probability can be derived from these three axioms. For example, 

it is true that the chance that an event does not occur is (100% − the chance that the event occurs). 

This is a consequence of the second and third axioms. 

 

Joint Probability  

The probabity of the intersection of events. 

Conditional Probability 

The probability that an event occurs when the outcome of some other event is given.  In probability 

theory, conditional probability is a measure of the probability of an event occurring, given that another 

event (by assumption, presumption, assertion or evidence) has already occurred. 

Notation: P(A\B).  
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Independence  

In the calculus of probabilities, independence is usually defined by reference to the principle of 

compound probabilites. Two events are independent if the probability of the one is the same whether 

the other is given or not.  

 P(A) = P(A\B) and P(B) =P(B\A) 

Mesleki Yabancı Dil: 25 Mart 2021 (4.Hafta) 

Axiom (Tr. Aksiyom) 

An axiom, postulate or assumption is a statement that is taken to be true, to serve as a premise or 

starting point for further reasoning and arguments. 

Complementary event (Tr. Tümleyen Olay) 

The complementary event A′ to an event A is the event ‘A does not occur’. 

With each event A is associated the complementary event A’ consisting of those experimental 

outcomes that do not belong to A.  

Continuos Random Variable 

A variable whose set of possible values is a continuous interval of real numbers x, such that a<x<b, in 

which a can be −∞ ∞ and b can be ∞ . 

A probability distribution is sometimes said to be continuous when it relates to a continuous random 

variable.  

In probability theory, a probability density function (PDF), or density of a continuous random variable, 

is a function whose value at any given sample (or point) in the sample space (the set of possible values 

taken by the random variable) can be interpreted as providing a relative likelihood that the value of 

the random variable would equal that sample. 

For a continuous random variable X the probability density function f is such that 

𝑃(𝑥1 < 𝑋 <  𝑥2)  =  ∫ 𝑓(𝑥)𝑑𝑥
𝑥2

𝑥1
  for all x1<x2. 

Discrete Random Variable 

A random variable whose set of possible values is a finite or infinite sequence of numbers x1, x2,….     

The probability distribution of a discrete random variable is referred to as a discrete distribution. 

For a discrete random variable X, with possible values x1, x2,…, the function f, defined by  

𝑓(𝑥𝑗)  =  𝑃(𝑋 = 𝑥𝑗), 𝑗 = 1,2, . .. is the probability function of X. 

Cumulative Distribution Function 

In probability theory and statistics, the cumulative distribution function (CDF) of a real-valued random 

variable X, or just distribution function of X, evaluated at x, is the probability that X will take a value 

less than or equal to x. 

𝐹𝑥(𝑥)  = 𝑃(𝑋 ≤ 𝑥) 
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Expected Value  

The expected value of a random variable is the long-term limiting average of its values in independent 

repeated experiments. The expected value of the random variable X is denoted by E(X). 

 

Variance  

The variance of a random variable X, Var(X), is the expected value of the squared difference between 

the variable and its expected value: Var(X) = E((X − E(X))^2)= E(x^2)-(E(x))^2 

Standart Deviation  

In statistics, the standard deviation is a measure of the amount of variation or dispersion of a set of 

values.A low standard deviation indicates that the values tend to be close to the mean (also called the 

expected value) of the set, while a high standard deviation indicates that the values are spread out 

over a wider range. 

Most commonly represented in mathematical texts and equations by the lower case Greek letter sigma 

σ, for the population standard deviation, or the Latin letter s, for the sample standard deviation. 

Standard Error of a Statistic 

The standard error (SE)of a statistic (usually an estimate of a parameter) is the standard deviation of 

its sampling distribution or an estimate of that standard deviation. If the statistic is the sample mean, 

it is called the standard error of the mean (SEM). 

Covariance 

In probability theory and statistics, covariance is a measure of the joint variability of two random 

variables. If the greater values of one variable mainly correspond with the greater values of the other 

variable, and the same holds for the lesser values (that is, the variables tend to show similar behavior), 

the covariance is positive.In the opposite case, when the greater values of one variable mainly 

correspond to the lesser values of the other, (that is, the variables tend to show opposite behavior), 

the covariance is negative. 

 

Correlation  

In statistics, correlation or dependence is any statistical relationship, whether causal or not, between 

two random variables or bivariate data. In the broadest sense correlation is any statistical association, 
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though it commonly refers to the degree to which a pair of variables are linearly related. Familiar 

examples of dependent phenomena include the correlation between the height of parents and their 

offspring, and the correlation between the price of a good and the quantity the consumers are willing 

to purchase, as it is depicted in the so-called demand curve. 

 

 

 

Moments of a Random Variable  

The “moments” of a random variable (or of its distribution) are expected values of powers or related 

functions of the random variable. 

In probability theory and statistics, a central moment is a moment of a probability distribution of a 

random variable about the random variable's mean; that is, it is the expected value of a specified 

integer power of the deviation of the random variable from the mean. 

The nth moment about the mean (or nth central moment) of a real-valued random variable X is the 

quantity μn := E[(X − E[X])^n], where E is the expectation operator. 

The nth moment about zero : E[(X-0)^n]. 

Skewness - Çarpıklık 

In probability theory and statistics, skewness is a measure of the asymmetry of the probability 

distribution of a real-valued random variable about its mean. The skewness value can be positive, zero, 

negative, or undefined. 

The third central moment is the measure of the lopsidedness of the distribution; any symmetric 

distribution will have a third central moment, if defined, of zero. The normalised third central moment 

is called the skewness, often γ. 
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Kurtosis – Basıklık 

In probability theory and statistics, kurtosis (from Greek: κυρτός, kyrtos or kurtos, meaning "curved, 

arching") is a measure of the "tailedness" of the probability distribution of a real-valued random 

variable. Like skewness, kurtosis describes the shape of a probability distribution and there are 

different ways of quantifying it for a theoretical distribution and corresponding ways of estimating it 

from a sample from a population. Different measures of kurtosis may have different interpretations. 

MESLEKİ YABANCI DİL: 1 NİSAN 2021 (5.HAFTA) 

The probability distribution of a discrete random variable is referred to as a discrete distribution. 

THE BERNOULLİ DİSTRİBUTİON 

In probability theory and statistics, the Bernoulli distribution, named after Swiss mathematician Jacob 

Bernoulli, is the discrete probability distribution of a random variable which takes the value 1 with 

probability p and the value 0 with probability q=1-p. Less formally, it can be thought of as a model for 

the set of possible outcomes of any single experiment that asks a yes–no question. Such questions lead 

to outcomes that are boolean-valued: a single bit whose value is success/yes/true/one with probability 

p and failure/no/false/zero with probability q. It can be used to represent a (possibly biased) coin toss 

where 1 and 0 would represent "heads" and "tails" (or vice versa), respectively, and p would be the 

probability of the coin landing on heads or tails, respectively. 

 

 

 

THE BİNOMİAL DİSTRİBUTİON 

In probability theory and statistics, the binomial distribution with parameters n and p is the discrete 

probability distribution of the number of successes in a sequence of n independent experiments, each 
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asking a yes–no question, and each with its own Boolean-valued outcome: success (with probability p) 

or failure (with probability q = 1 − p). A single success/failure experiment is also called a Bernoulli trial 

or Bernoulli experiment, and a sequence of outcomes is called a Bernoulli process; for a single trial, 

i.e., n = 1, the binomial distribution is a Bernoulli distribution. 

 

 

Historical Note  

Independent trials having a common probability of success p were first studied by the Swiss 

mathematician Jacques Bernoulli (1654–1705). In his book Ars Conjectandi (The Art of Conjecturing), 

published by his nephew Nicholas eight years after his death in 1713, Bernoulli showed that if the 

number of such trials were large, then the proportion of them that were successes would be close to 

p with a probability near 1. Jacques Bernoulli was from the first generation of the most famous 

mathematical family of all time. Altogether, there were between 8 and 12 Bernoullis, spread over three 

generations, who made fundamental contributions to probability, statistics, and mathematics. One 

difficulty in knowing their exact number is the fact that several had the same name. (For example, two 

of the sons of Jacques’s brother Jean were named Jacques and Jean.) Another difficulty is that several 

of the Bernoullis were known by different names in different places. Our Jacques (sometimes written 

Jaques) was, for instance, also known as Jakob (sometimes written Jacob) and as James Bernoulli. But 

whatever their number, their influence and output were prodigious. Like the Bachs of music, the 

Bernoullis of mathematics were a family for the ages! 

THE POISSON RANDOM VARIABLE / DİSTRİBUTİON 

A random variable X that takes on one of the values 0, 1, 2, ... is said to be a Poisson random variable 

with parameter λ if, for some λ > 0, 
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The Poisson probability distribution was introduced by Simeon Denis Poisson in a ´ book he wrote 

regarding the application of probability theory to lawsuits, criminal trials, and the like. This book, 

published in 1837, was entitled Recherches sur la probabilite des jugements en mati ´ ere criminelle et 

en mati ` ere civile (Investigations into the  Probability of Verdicts in Criminal and Civil Matters). The 

Poisson random variable has a tremendous range of applications in diverse areas because it may be 

used as an approximation for a binomial random variable with parameters (n, p) when n is large and p 

is small enough so that np is of moderate size. To see this, suppose that X is a binomial random variable 

with parameters (n, p), and let λ = np. Then 

 

In other words, if n independent trials, each of which results in a success with probability p, are 

performed, then, when n is large and p is small enough to make np moderate, the number of successes 

occurring is approximately a Poisson random variable with parameter λ = np. This value λ (which will 

later be shown to equal the expected number of successes) will usually be determined empirically. 

Some examples of random variables that generally obey the Poisson probability law [that is, they obey 

Equation (7.1)] are as follows:  

1. The number of misprints on a page (or a group of pages) of a book  

2. The number of people in a community who survive to age 100  

3. The number of wrong telephone numbers that are dialed in a day  

4. The number of packages of dog biscuits sold in a particular store each day  

5. The number of customers entering a post office on a given day  

6. The number of vacancies occurring during a year in the federal judicial system  

7. The number of α-particles discharged in a fixed period of time from some radioactive material 
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THE GEOMETRIC RANDOM VARIABLE / DİSTRİBUTİON 

 

  

In other words, if independent trials having a common probability p of being successful are performed 

until the first success occurs, then the expected number of required trials equals 1/p. For instance, the 

expected number of rolls of a fair die that it takes to obtain the value 1 is 6. 
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CONTINUOUS RANDOM VARIABLES 
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Mesleki Yabancı Dil: 8 Nisan 2021 (6.Hafta) 
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An important implication of the preceding result is that if X is normally distributed with parameters μ 

and σ2, then Z = (X − μ)/σ is normally distributed with parameters 0 and 1. Such a random variable is 

said to be a standard, or a unit, normal random variable. We now show that the parameters μ and σ2 

of a normal random variable represent, respectively, its expected value and variance. 
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Historical Notes Concerning the Normal Distribution  

The normal distribution was introduced by the French mathematician Abraham DeMoivre in 1733. 

DeMoivre, who used this distribution to approximate probabilities connected with coin tossing, called 

it the exponential bell-shaped curve.  

Its usefulness, however, became truly apparent only in 1809, when the famous German mathematician 

Karl Friedrich Gauss used it as an integral part of his approach to predicting the location of astronomical 

entities. As a result, it became common after this time to call it the Gaussian distribution.  

During the mid- to late 19th century, however, most statisticians started to believe that the majority 

of data sets would have histograms conforming to the Gaussian bell-shaped form. Indeed, it came to 

be accepted that it was “normal” for any well-behaved data set to follow this curve. As a result, 

following the lead of the British statistician Karl Pearson, people began referring to the Gaussian curve 

by calling it simply the normal curve. (A partial explanation as to why so many data sets conform to 

the normal curve is provided by the central limit theorem, which is presented in Chapter 8.)  
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Abraham DeMoivre (1667–1754)  

Today there is no shortage of statistical consultants, many of whom ply their trade in the most elegant 

of settings. However, the first of their breed worked, in the early years of the 18th century, out of a 

dark, grubby betting shop in Long Acres, London, known as Slaughter’s Coffee House. He was Abraham 

DeMoivre, a Protestant refugee from Catholic France, and, for a price, he would compute the 

probability of gambling bets in all types of games of chance. Although DeMoivre, the discoverer of the 

normal curve, made his living at the coffee shop, he was a mathematician of recognized abilities. 

Indeed, he was a member of the Royal Society and was reported to be an intimate of Isaac Newton. 

Listen to Karl Pearson imagining DeMoivre at work at Slaughter’s Coffee House: “I picture DeMoivre 

working at a dirty table in the coffee house with a brokendown gambler beside him and Isaac Newton 

walking through the crowd to his corner to fetch out his friend. It would make a great picture for an 

inspired artist.”  

Karl Friedrich Gauss (1777–1855), one of the earliest users of the normal curve, was one of the greatest 

mathematicians of all time. Listen to the words of the well-known mathematical historian E. T. Bell, as 

expressed in his 1954 book Men of Mathematics: In a chapter entitled “The Prince of Mathematicians,” 

he writes, “Archimedes, Newton, and Gauss; these three are in a class by themselves among the great 

mathematicians, and it is not for ordinary mortals to attempt to rank them in order of merit. All three 

started tidal waves in both pure and applied mathematics. Archimedes esteemed his pure 

mathematics more highly than its applications; Newton appears to have found the chief justification 

for his mathematical inventions in the scientific uses to which he put them; while Gauss declared it 

was all one to him whether he worked on the pure or on the applied side.” 
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Yararlanılan Kaynaklar 

A First Course in Probability (Sheldon Ross, 8. Baskı, 2010) 

Hand Book of Statistical Terms (Nobel Yayın Dağıtım,2010) 

The Humongous Books of Statistics Problems 

https://www.oxfordreference.com/view/10.1093/acref/9780199541454.001.0001/acref-

9780199541454 

https://www.stat.berkeley.edu/~stark/SticiGui/Text/gloss.htm 
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